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Language is Everywhere
Many Interdisciplinary research questions can be addressed with NLP 
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When transcribing ancient 
tablets found in archeological 
sites we need to “fill in” gaps 
formed in the stone due to 
erosion over 1000s of years

Prof. Nathan Wasserman

Prof. Wayne Horowitz

The Institute of Archaeology, Hebrew University

Koren Lazar
Grad student

me

and how do you 
know how to fill in 
those missing 
parts?

Well, we look at the symbols we 
recognize in the surrounding 
context, and try to guess the most 
probable sequence

That sounds awfully 
familiar...

https://archaeology.huji.ac.il/


The Akkadian language

● Spoken in Mesopotamia (2500 BCE - 100 AD)

● Earliest attested Semitic language

● Lingua Franca of the ancient world







⸢e⸣-nu-ma [e-li]š la na-bu-ú šá-ma-mu
⸢šap⸣-liš ⸢am⸣-[ma]-tum šu-ma la zak-rat
[Z]U.AB-ma [re]š-tu-ú za-ru-šu-un
⸢mu⸣-um-mu [ti]-amat mu-al-li-da-at gim-ri-šú-un



Filling in the gaps

● Tablets deteriorate creating gaps, blurred signs

● Can contextual language models predict the missing parts?

○ downstream task == pretraining task!



● The ORACC corpus collects transliterations 

● 1M words <<< 3B words in English BERT

Limited available data: ORACC
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● Failed attempt: Train BERT from scratch on ORACC
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Method

● (much) better results: Finetune M-BERT on ORACC

Akkadian benefits 
from pretraining of 
modern languages!



Human Evaluation: Interface

Akkadian



Human Evaluation: Initial Results



Open Questions

● What kind of errors does the model make?

● What is the inter-annotator agreement?

● Pretraining with some languages helps more than others?
○ E.g., semitic languages
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Protocols in scientific experiments 
describe executable actions in a 
lab, but they’re so hard to 
reproduce reliably

Why is it hard? The texts seem 
objective & precise

If you look closely, you can see that 
many details aren’t specified:
What’s “thoroughly” ?
What’s “briefly” ?

meAlan Ritter

Ronen Tamari    Fan Bai

Can we design a representation 
that is both lenient & executable?



Wet lab protocols

14 word / sent

Temporally-dependant actions 

13 sents / doc

Complex coref & 
cross-sent relations 



Executable semantic parsing 

● Lab protocols as an executable program? 

● Benefits lab technicians when reproducing experiments

● Similar to other procedural text understanding (e.g., recipes)

https://www.ece.uw.edu/entrepreneurship/aquarium-improving-the-repeatability-of-experiments/
http://www.youtube.com/watch?v=L1UgdoP2aeg&t=35


Existing work                                                  WLP (Kulkarni et al., 2018) 

● SRL-like Sentence-level predicate-argument annotation 

● Doesn’t capture cross-sentence relations

● No notion of execution



Our proposal: Process Execution Graphs (PEG)      Tamari et al., EACL 2021

● Process-level abstract executable representation

● Bridges between procedural text and automated execution
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PEG: Definitions

● Directed, a-cyclic labeled graph
● Ontology based on Autoprotocol
● Nodes

○ Predicates (mix, transfer)
○ Arguments

■ Physical lab entities (device, reagent)
■ Abstract entities (amounts,  modifiers)



PEG: Definitions

● Directed, a-cyclic labeled graph

● Ontology based on Autoprotocol

● Edges
○ Core-roles (~positional arguments)

○ Non-core roles (predicate agnostic)

○ Temporal dependency relation



Comparison with action-graphs

● Fine-grained operation types

● Cross-sentence relations

● Argument re-use: arguments can be persistent objects

● Enforcing required arguments



Annotation interface 

● Predicate specific execution semantics
○ (container moves -> containee moves)

● Tracking temporal dependencies and 

entity states over long texts

● Argument validation

Too complex for span-based 
annotation! 

PEG visualization in AMR using AMRICA (Safra & Lopez, 2015)



Demo

http://www.youtube.com/watch?v=3NqYKMzolQ4


X-WLP stats

● 3 annotators, enriched 45% ofWLP protocols to PEG format



X-WLP stats

● 3 annotators, enriched 279/622 (45%) WLP protocols to PEG 

format

● Comparable with other procedural text datasets



Quantitative analysis: annotator agreement

● Use Abstract Meaning Representation (AMR) format for 

established graph agreement metrics (Smatch, Cai & Knight, 

2013)  



Quantitative analysis: annotator agreement

● Use Abstract Meaning Representation (AMR) format for 

established graph agreement metrics Mean 84.99

●  F1 Smatch comparable to AMR datasets (69 - 89 F1)

Benefits from underlying WLP 
annotations

Longer-range, often cross 
sentence relations



Quantitative analysis: operation arguments

● Simulator input validation prevents semantic 

underspecification, increases overall argument count per op. 



Quantitative analysis: relation types

● Significant proportion of arguments are re-entrancies (>30%) 

● Many cross-sentence coreference relations (>90%)
○ provide process-level structure



Modelling: Pipeline vs. Joint Learning

● Pipeline model
○ Breaks PEG prediction into subtasks

○ Predicts each separately

● Multi-task: jointly predicts entire PEG



Modelling (1): Pipeline Approach

● Train model for each sub-task, chain together to obtain full PEG

Add cells to culture 
tubes.

Swirl gently.

Legend: operation reagent location modifier 

1 Mention 
identification

2 Operation 
typing

Add cells to culture 
tubes.

Swirl gently.

transfer-op

mix-op

Add cells to culture 
tubes.

Swirl gently.

3 Argument 
role labeling

ARG0

site

ARG0

modifier

mix-op

transfer-op

4 Temporal 
ordering

Add cells to culture 
tubes.

Swirl gently.

ARG0

site

ARG0

modifier

mix-op

transfer-op



Modelling (2): Multi-task Approach

● Adapted DyGIE++ for our protocols
○ Used sliding window as length exceeded SciBERT 512-token limit

DyGIE++ Framework (Wadden et. al, 2019)



Results

1. Mention Identification

2.  Fine-grained operation typing



Results

3 + 4:  Argument role labeling + temporal ordering (relation 
classification)

Multi-task does better on all 
relation-classification tasks

Local relations easier to predict 
than cross sentence relations



Results: intra vs inter sentence relations

● For core-roles:

Cross-sentence relations are a 
 key challenge for modelling!

● For co-reference (92% are inter-sentence): 
co-reference
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Conclusion: NLP in the Wild

Real-world texts
● Small amounts of data
● Long-range dependencies
● Specialized language

Thanks!

Interdisciplinary research questions
● Filling in the gaps in ancient texts
● Lenient & executable representations


